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Abstract: In nonlinear programming, the notion of quasinormality provides a constraint qualification which is in
general weaker than that of normality, and it emerges naturally from an extended Lagrange multiplier rule. In this
paper, we explain in detail its origin and some of its consequences in optimization theory for finite dimensional
problems involving equality and inequality constraints, and provide a possible generalization to optimal control
problems.
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1 The finite dimensional case
Let us begin with a brief explanation of the main as-
pects of the theory related to the notions of normality
and quasinormality in a nonlinear programming con-
text.

Consider the problem, which we shall label (N),
of minimizing f on the set S, where f, gi: IRn → IR
(i ∈ A∪B) are continuously differentiable functions,
A = {1, . . . , p}, B = {p+ 1, . . . ,m}, and

S = {x ∈ IRn | gα(x) ≤ 0 (α ∈ A),

gβ(x) = 0 (β ∈ B)}.

It is well-known that, if x0 is a local solution to the
problem (N) and an additional assumption is satisfied
for the functions defining the constraints, then there
exists a multiplier λ = (λ1, . . . , λm) such that, with
respect to x0, λ, f and g1, . . . , gm, the Karush-Kuhn-
Tucker (KKT) conditions (or first order Lagrange
multiplier rule) hold. Those conditions are given by

i. λα ≥ 0 (α ∈ A).
ii. λαgα(x0) = 0 (α ∈ A).

iii. If F (x) := f(x)+ 〈λ, g(x)〉 then F ′(x0) = 0.
Here, g denotes the function mapping IRn to IRm

whose components are g1, . . . , gm, and 〈·, ·〉 refers to
the standard inner product in IRm so that 〈λ, g(x)〉 =∑m

1 λigi(x). In this system, the function F corre-
sponds to the standard Lagrangian, and the real num-
bers λ1, . . . , λm are called the Kuhn-Tucker or La-
grange multipliers.

Given x0 ∈ S, let us denote by Λ(x0) the set of
all λ ∈ IRm satisfying the KKT conditions.

In general, if x0 solves (N) locally, the KKT con-
ditions may not hold unless further assumptions on g,
known as constraint qualifications, are imposed. In
other words, a constraint qualification should be im-
posed in order to guarantee that Λ(x0) 6= ∅.

A simple, natural constraint qualification is easily
obtained by means of an extended necessary condi-
tion involving a cost multiplier. It is the well-known
Fritz John necessary optimality condition, which can
be stated as follows (see, for example, [2, 6–8, 10]
and, for a nonsmooth multiplier rule, see [3, p 221]).

Theorem 1 If x0 solves (N) locally, then there exist
λ0 ≥ 0 and λ ∈ IRm, not both zero, such that

i. λα ≥ 0 (α ∈ A).
ii. λαgα(x0) = 0 (α ∈ A).

iii. If F0(x) := λ0f(x) + 〈λ, g(x)〉, F ′0(x0) = 0.

The KKT conditions correspond to the case λ0 =
1, and constraint qualifications are conditions for
which Theorem 1 holds precisely with λ0 = 1. Let
us define normality as a condition which, based on
Theorem 1, implies that Λ(x0) 6= ∅.

Definition 2 A point x0 ∈ S is said to be normal rel-
ative to S if λ = 0 is the only solution to

i. λα ≥ 0 (α ∈ A).
ii. λαgα(x0) = 0 (α ∈ A).

iii.
∑m

1 λig
′
i(x0) = 0.

Observe that, in Theorem 1, if x0 is also a normal
point relative to S, then λ0 > 0 (since, by normality
relative to S, if λ0 = 0 then λ = 0, contradicting the
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nontriviality condition) in which case the set of multi-
pliers obtained by dividing each multiplier by λ0 is a
new set having λ0 = 1. This implies nonemptiness of
Λ(x0). For the question of uniqueness of the multipli-
ers, we refer to [9, 11] for the nonlinear problem and
to [1, 4] for multipliers in an optimal control context.

Now, an extended Lagrange multiplier rule which
yields the notion of quasinormality and is more gen-
eral than the Fritz John necessary optimality condi-
tion, can be found [8]. The result is strongly related
to a proof of Theorem 1 given in [10], which we shall
summarize in three simple steps.

Denote by I(x0) = {α ∈ A | gα(x0) = 0} the
set of active indices at x0 ∈ S.

Proof of Theorem 1.
Without loss of generality, assume that x0 = 0

and f(x0) = 0. Let

B(ε) := {x ∈ IRn : |x| ≤ ε}

and choose δ > 0 such that

gα(x) < 0 for all α 6∈ I(x0) and x ∈ B(δ).

Define

G(x) =
∑

α∈I(x0)
g+α (x)2 +

∑
β∈B

gβ(x)2

where f+(x) = max(f(x), 0).

Step 1. For all 0 < ε ≤ δ there exists σ > 0 such
that, for all x with |x| = ε,

f(x) + |x|2 + σG(x) > 0.

Proof: Suppose not. Let ε ∈ (0, δ] be such that, for
all q ∈ N, ∃xq with |xq| = ε such that

f(xq) + |xq|2 ≤ −qG(xq). (1)

Since {xq} is bounded, there exist a subsequence (we
do not relabel) and x∗ such that xq → x∗. Then

|x∗| = lim |xq| = ε

and f(xq)→ f(x∗). By dividing both members of (1)
by −q and letting q → ∞ we conclude that G(x∗) =
0 and so x∗ ∈ S. Thus

lim f(xq) = f(x∗) ≥ f(x0) = 0.

But by (1), f(xq) ≤ −ε2, a contradiction.

Step 2. For all 0 < ε ≤ δ there exists x̄ with
|x̄| < ε, and a unit vector (λ0, . . . , λm) with λ0 ≥ 0,
λα ≥ 0 (α ∈ I(x0)), and λβ ∈ IR (β ∈ B) such that

λ0[f
′(x̄) + 2x̄] +

∑
α∈I(x0)

λαg
′
α(x̄) +

∑
β∈B

λβg
′
β(x̄) = 0. (2)

Proof: Let 0 < ε ≤ δ, let σ be as in Step 1, and define

H(x) = f(x) + |x|2 + σG(x).

Let x̄ minimize H on B(ε). Then

H(x̄) ≤ H(0) = 0

and so, in view of Step 1, we cannot have |x̄| = ε.
Thus x̄ is interior to B(ε) and H ′(x̄) = 0. Thus

f ′(x̄) + 2x̄+
∑

α∈I(x0)
2σg+α (x̄)g′α(x̄) +

∑
β∈B

2σgβ(x̄)g′β(x̄) = 0. (3)

Define L = {1 + 4σ2G(x̄)}1/2,

λ0 = 1/L, λα = 2σg+α (x̄)/L (α ∈ I(x0)),

λβ = 2σgβ(x̄)/L (β ∈ B)

and λα = 0 if α 6∈ I(x0). Then (λ0, . . . , λm) is a unit
vector, λ0 ≥ 0, λα ≥ 0 (α ∈ I(x0)) and, if we divide
both members of (3) by L, we obtain (2).

Step 3. For all q ∈ N choose x̄q with |x̄q| < δ/q
and unit vectors (λ0q, . . . , λmq) with nonnegative λ0q
and λαq (α ∈ I(x0)) such that (2) holds. Choose a
subsequence for which the unit vectors converge to a
limit (λ0, . . . , λm).

Since x̄q → x0, the equation in (2) holds with this
limit-vector and with x0 in place of x̄. ut

As mentioned before, an extended Lagrange mul-
tiplier rule (due to Hestenes) derived in [8], is strongly
based on this particular proof (due to McShane) given
in [10] of the Fritz John necessary condition. The ex-
tended rule can be stated as follows.

Theorem 3 If x0 solves (N) locally, then there exist
λ0 ≥ 0 and λ ∈ IRm, not both zero, such that

i. λα ≥ 0 (α ∈ A).
ii. For all ε > 0 ∃x with |x − x0| < ε such that

λγgγ(x) > 0 whenever λγ 6= 0.
iii. If F0(x) := λ0f(x) + 〈λ, g(x)〉, F ′0(x0) = 0.

Note that Theorem 1 is a simple consequence of
Theorem 3. The notion of quasinormality, introduced
in [8], is based on this extended multiplier rule.

Definition 4 A point x0 ∈ S is said to be quasinor-
mal relative to S if λ = 0 is the only solution to

i. λα ≥ 0 (α ∈ A).
ii. For all ε > 0 ∃x with |x − x0| < ε such that

λγgγ(x) > 0 whenever λγ 6= 0.
iii.
∑m

1 λig
′
i(x0) = 0.
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Clearly, normality implies quasinormality and, if
x0 is a quasinormal point of S in Theorem 3, then
λ0 > 0 and the multipliers can be chosen so that λ0 =
1. In other words, quasinormality is also a constraint
qualification.

Now, the importance of these notions relies not
only on the fact that they correspond to conditions
which guarantee nonemptiness of Λ(x0), but also be-
cause they imply regularity of the point under con-
sideration, in the sense that the set of tangential con-
straints at a point x0, that is,

RS(x0) = {h ∈ IRn | g′α(x0;h) ≤ 0 (α ∈ I(x0)),

g′β(x0;h) = 0 (β ∈ B)}
coincides with the tangent cone of S at x0. Thus, if
first and second order conditions in terms of the tan-
gent cone are obtained, a criterion in terms of tangen-
tial constraints can be derived through regularity and,
therefore, through the notions of normality and quasi-
normality.

2 Optimal control
Let us turn now to a fixed endpoint Lagrange opti-
mal control problem involving equality and inequality
constraints in the control functions.

We shall be interested in minimizing the func-
tional

I(x, u) :=

∫ t1

t0
L(t, x(t), u(t))dt

over all piecewise smooth trajectories x and piecewise
continuous controls u, satisfying

ẋ(t) = f(t, x(t), u(t)) (t ∈ T ),

x(t0) = ξ0, x(t1) = ξ1,

u(t) ∈ U (t ∈ T ),

where the control set is given by

U := {u ∈ IRm | ϕα(u) ≤ 0 (α ∈ R),

ϕβ(u) = 0 (β ∈ Q)}

with R = {1, . . . , r} and Q = {r + 1, . . . , q}.
The data for this problem, which we label (P),

correspond to an interval T := [t0, t1] in IR, two
points ξ0, ξ1 in IRn, and functions L and f map-
ping T × IRn × IRm to IR and IRn respectively, and
ϕ = (ϕ1, . . . , ϕq) mapping IRm to IRq.

A control function u is a piecewise continuous
function mapping T to IRm, and a state trajectory x
corresponding to a control function u is a piecewise
C1(T, IRn) solution to the differential equation

ẋ(t) = f(t, x(t), u(t)) (t ∈ T ).

A process is a pair (x, u) comprising a state trajectory
x and an associated control function u and, if u sat-
isfies the control constraints u(t) ∈ U (t ∈ T ), and
x satisfies the endpoint constraints x(t0) = ξ0 and
x(t1) = ξ1, the process (x, u) is said to be admissi-
ble. An admissible process solves (P) if it achieves the
minimum value of I over all admissible processes.

Denote byX the space of piecewise C1 functions
mapping T to IRn, and by Uk the space of piecewise
continuous functions mapping T to IRk (k ∈ N). Let
Z := X × Um, and consider the following two sets:

D := {(x, u) ∈ Z | ẋ(t) = f(t, x(t), u(t)) (t ∈ T ),

x(t0) = ξ0, x(t1) = ξ1},
S := {(x, u) ∈ D | ϕα(u(t)) ≤ 0, ϕβ(u(t)) = 0

(α ∈ R, β ∈ Q, t ∈ T )}.
Our problem (P) is thus that of minimizing I over S.

With respect to the smoothness of the functions
delimiting the problem, we assume that L, f and ϕ
are C2 and the q × (m+ r)-dimensional matrix(

∂ϕi
∂uk

δiαϕα

)
(i = 1, . . . , q; α = 1, . . . , r; k = 1, . . . ,m) has rank
q on U (here δαα = 1, δαβ = 0 (α 6= β)). This
condition is equivalent to the condition that, at each
point u in U , the matrix(

∂ϕi
∂uk

)
(i = i1, . . . , ip; k = 1, . . . ,m)

has rank p, where i1, . . . , ip are the indices i ∈
{1, . . . , q} such that ϕi(u) = 0 (see [5] for details).

Given (x, u) ∈ Z we shall use the notation (x̃(t))
to represent (t, x(t), u(t)), for a specific (x0, u0) ∈ Z,
we set A(t) := fx(x̃0(t)) and B(t) := fu(x̃0(t)), and
‘∗’ denotes transpose.

Define the Hamiltonian function H mapping T ×
IRn × IRm × IRn × IRq × IR to IR as

H(t, x, u, p, µ, λ) :=

〈p, f(t, x, u)〉 − λL(t, x, u)− 〈µ, ϕ(u)〉.
First order necessary conditions, following the

maximum principle, can be stated as follows (see, for
example, [3, 7]). This result can be seen as the analo-
gous of Theorem 1, the Fritz John necessary optimal-
ity condition.

Theorem 5 If (x0, u0) solves (P), then there exist
λ0 ≥ 0, p ∈ X , and µ ∈ Uq, not vanishing simul-
taneously on T , such that

a. µα(t) ≥ 0 (α ∈ R, t ∈ T );
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b. µα(t)ϕα(u0(t)) = 0 (α ∈ R, t ∈ T );
c. ṗ(t) = −H∗x(x̃0(t), p(t), µ(t), λ0) on every in-

terval of continuity of u0.
d. Hu(x̃0(t), p(t), µ(t), λ0) = 0 (t ∈ T ).

Define the Lagrange multipliers for this problem
as those couples (p, µ) for which the above conditions
hold with λ0 = 1.

Definition 6 For (x0, u0) ∈ S, denote by Λ(x0, u0)
the set of all (p, µ) ∈ X × Uq satisfying

a. µα(t) ≥ 0 (α ∈ R, t ∈ T );
b. µα(t)ϕα(u0(t)) = 0 (α ∈ R, t ∈ T );
c. ṗ(t) = −A∗(t)p(t) + L∗x(x̃0(t)) (t ∈ T );
d. B∗(t)p(t) = L∗u(x̃0(t)) + ϕ′∗(u0(t))µ(t)

(t ∈ T ).

As in the nonlinear programming problem, a con-
straint qualification should be imposed on a solu-
tion (x0, u0) to the problem in order to guarantee
nonemptiness of Λ(x0, u0). Let us define normal-
ity relative to S by imposing the null solution as the
unique solution to the system given in Theorem 5
when the cost multiplier vanishes.

Definition 7 We shall say that (x0, u0) ∈ S is normal
relative to S if, given (p, µ) ∈ X × Uq satisfying

i. µα(t) ≥ 0 (α ∈ R, t ∈ T );
ii. µα(t)ϕα(u0(t)) = 0 (α ∈ R, t ∈ T );

iii. ṗ(t) = −A∗(t)p(t) (t ∈ T );
iv. 0 = B∗(t)p(t)− ϕ′∗(u0(t))µ(t) (t ∈ T ),

then p ≡ 0. Note that, in this event, also µ ≡ 0.

Observe that, in Theorem 5, if an admissible pro-
cess (x0, u0) solves (P) and is also a normal process
relative to S, then Λ(x0, u0) is nonempty.

Now, a generalization of the notion of quasinor-
mality introduced for the finite dimensional case can
be made by considering an extended maximum prin-
ciple.

Definition 8 We shall say that (x0, u0) ∈ S is quasi-
normal relative to S if, given (p, µ) ∈ X ×Uq satisfy-
ing

i. µα(t) ≥ 0 (α ∈ R, t ∈ T );
ii. For all ε > 0 ∃u ∈ Um with |u(t)−u0(t)| < ε

such that µγ(t)ϕγ(u(t))) > 0 whenever µγ(t) 6= 0.
iii. ṗ(t) = −A∗(t)p(t) (t ∈ T );
iv. 0 = B∗(t)p(t)− ϕ′∗(u0(t))µ(t) (t ∈ T ),

then p ≡ 0.

This new notion, which is implied by (but is
weaker than) that of normality, can be used to obtain
second order necessary conditions which are more re-
fined that those found in the literature. In particular,

the main result on second order conditions derived in
[5] (see Theorem 6.7), can be shown to hold if the as-
sumption of normality is replaced with that of quasi-
normality.
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