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#### Abstract

In nonlinear programming, the notion of quasinormality provides a constraint qualification which is in general weaker than that of normality, and it emerges naturally from an extended Lagrange multiplier rule. In this paper, we explain in detail its origin and some of its consequences in optimization theory for finite dimensional problems involving equality and inequality constraints, and provide a possible generalization to optimal control problems.
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## 1 The finite dimensional case

Let us begin with a brief explanation of the main aspects of the theory related to the notions of normality and quasinormality in a nonlinear programming context.

Consider the problem, which we shall label ( N ), of minimizing $f$ on the set $S$, where $f, g_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ ( $i \in A \cup B$ ) are continuously differentiable functions, $A=\{1, \ldots, p\}, B=\{p+1, \ldots, m\}$, and

$$
\begin{gathered}
S=\left\{x \in \mathbb{R}^{n} \mid g_{\alpha}(x) \leq 0(\alpha \in A),\right. \\
\left.g_{\beta}(x)=0(\beta \in B)\right\} .
\end{gathered}
$$

It is well-known that, if $x_{0}$ is a local solution to the problem ( N ) and an additional assumption is satisfied for the functions defining the constraints, then there exists a multiplier $\lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ such that, with respect to $x_{0}, \lambda, f$ and $g_{1}, \ldots, g_{m}$, the Karush-KuhnTucker (KKT) conditions (or first order Lagrange multiplier rule) hold. Those conditions are given by
i. $\lambda_{\alpha} \geq 0(\alpha \in A)$.
ii. $\lambda_{\alpha} g_{\alpha}\left(x_{0}\right)=0(\alpha \in A)$.
iii. If $F(x):=f(x)+\langle\lambda, g(x)\rangle$ then $F^{\prime}\left(x_{0}\right)=0$. Here, $g$ denotes the function mapping $\mathbb{R}^{n}$ to $\mathbb{R}^{m}$ whose components are $g_{1}, \ldots, g_{m}$, and $\langle\cdot, \cdot\rangle$ refers to the standard inner product in $\mathbb{R}^{m}$ so that $\langle\lambda, g(x)\rangle=$ $\sum_{1}^{m} \lambda_{i} g_{i}(x)$. In this system, the function $F$ corresponds to the standard Lagrangian, and the real numbers $\lambda_{1}, \ldots, \lambda_{m}$ are called the Kuhn-Tucker or Lagrange multipliers.

Given $x_{0} \in S$, let us denote by $\Lambda\left(x_{0}\right)$ the set of all $\lambda \in \mathbb{R}^{m}$ satisfying the KKT conditions.

In general, if $x_{0}$ solves ( N ) locally, the KKT conditions may not hold unless further assumptions on $g$, known as constraint qualifications, are imposed. In other words, a constraint qualification should be imposed in order to guarantee that $\Lambda\left(x_{0}\right) \neq \emptyset$.

A simple, natural constraint qualification is easily obtained by means of an extended necessary condition involving a cost multiplier. It is the well-known Fritz John necessary optimality condition, which can be stated as follows (see, for example, [2, 6-8, 10] and, for a nonsmooth multiplier rule, see [3, p 221]).

Theorem 1 If $x_{0}$ solves ( N ) locally, then there exist $\lambda_{0} \geq 0$ and $\lambda \in \mathbb{R}^{m}$, not both zero, such that
i. $\lambda_{\alpha} \geq 0(\alpha \in A)$.
ii. $\lambda_{\alpha} g_{\alpha}\left(x_{0}\right)=0(\alpha \in A)$.
iii. If $F_{0}(x):=\lambda_{0} f(x)+\langle\lambda, g(x)\rangle, F_{0}^{\prime}\left(x_{0}\right)=0$.

The KKT conditions correspond to the case $\lambda_{0}=$ 1 , and constraint qualifications are conditions for which Theorem 1 holds precisely with $\lambda_{0}=1$. Let us define normality as a condition which, based on Theorem 1, implies that $\Lambda\left(x_{0}\right) \neq \emptyset$.

Definition 2 A point $x_{0} \in S$ is said to be normal relative to $S$ if $\lambda=0$ is the only solution to
i. $\lambda_{\alpha} \geq 0(\alpha \in A)$.
ii. $\lambda_{\alpha} g_{\alpha}\left(x_{0}\right)=0(\alpha \in A)$.
iii. $\sum_{1}^{m} \lambda_{i} g_{i}^{\prime}\left(x_{0}\right)=0$.

Observe that, in Theorem 1, if $x_{0}$ is also a normal point relative to $S$, then $\lambda_{0}>0$ (since, by normality relative to $S$, if $\lambda_{0}=0$ then $\lambda=0$, contradicting the
nontriviality condition) in which case the set of multipliers obtained by dividing each multiplier by $\lambda_{0}$ is a new set having $\lambda_{0}=1$. This implies nonemptiness of $\Lambda\left(x_{0}\right)$. For the question of uniqueness of the multipliers, we refer to $[9,11]$ for the nonlinear problem and to $[1,4]$ for multipliers in an optimal control context.

Now, an extended Lagrange multiplier rule which yields the notion of quasinormality and is more general than the Fritz John necessary optimality condition, can be found [8]. The result is strongly related to a proof of Theorem 1 given in [10], which we shall summarize in three simple steps.

Denote by $I\left(x_{0}\right)=\left\{\alpha \in A \mid g_{\alpha}\left(x_{0}\right)=0\right\}$ the set of active indices at $x_{0} \in S$.

## Proof of Theorem 1 .

Without loss of generality, assume that $x_{0}=0$ and $f\left(x_{0}\right)=0$. Let

$$
B(\epsilon):=\left\{x \in \mathbb{R}^{n}:|x| \leq \epsilon\right\}
$$

and choose $\delta>0$ such that

$$
g_{\alpha}(x)<0 \text { for all } \alpha \notin I\left(x_{0}\right) \text { and } x \in B(\delta)
$$

Define

$$
G(x)=\sum_{\alpha \in I\left(x_{0}\right)} g_{\alpha}^{+}(x)^{2}+\sum_{\beta \in B} g_{\beta}(x)^{2}
$$

where $f^{+}(x)=\max (f(x), 0)$.
Step 1. For all $0<\epsilon \leq \delta$ there exists $\sigma>0$ such that, for all $x$ with $|x|=\epsilon$,

$$
f(x)+|x|^{2}+\sigma G(x)>0
$$

Proof: Suppose not. Let $\epsilon \in(0, \delta]$ be such that, for all $q \in \mathbf{N}, \exists x_{q}$ with $\left|x_{q}\right|=\epsilon$ such that

$$
\begin{equation*}
f\left(x_{q}\right)+\left|x_{q}\right|^{2} \leq-q G\left(x_{q}\right) \tag{1}
\end{equation*}
$$

Since $\left\{x_{q}\right\}$ is bounded, there exist a subsequence (we do not relabel) and $x^{*}$ such that $x_{q} \rightarrow x^{*}$. Then

$$
\left|x^{*}\right|=\lim \left|x_{q}\right|=\epsilon
$$

and $f\left(x_{q}\right) \rightarrow f\left(x^{*}\right)$. By dividing both members of (1) by $-q$ and letting $q \rightarrow \infty$ we conclude that $G\left(x^{*}\right)=$ 0 and so $x^{*} \in S$. Thus

$$
\lim f\left(x_{q}\right)=f\left(x^{*}\right) \geq f\left(x_{0}\right)=0
$$

But by (1), $f\left(x_{q}\right) \leq-\epsilon^{2}$, a contradiction.
Step 2. For all $0<\epsilon \leq \delta$ there exists $\bar{x}$ with $|\bar{x}|<\epsilon$, and a unit vector $\left(\lambda_{0}, \ldots, \lambda_{m}\right)$ with $\lambda_{0} \geq 0$, $\lambda_{\alpha} \geq 0\left(\alpha \in I\left(x_{0}\right)\right)$, and $\lambda_{\beta} \in \mathbb{R}(\beta \in B)$ such that

$$
\lambda_{0}\left[f^{\prime}(\bar{x})+2 \bar{x}\right]+\sum_{\alpha \in I\left(x_{0}\right)} \lambda_{\alpha} g_{\alpha}^{\prime}(\bar{x})+
$$

$$
\begin{equation*}
\sum_{\beta \in B} \lambda_{\beta} g_{\beta}^{\prime}(\bar{x})=0 \tag{2}
\end{equation*}
$$

Proof: Let $0<\epsilon \leq \delta$, let $\sigma$ be as in Step 1, and define

$$
H(x)=f(x)+|x|^{2}+\sigma G(x)
$$

Let $\bar{x}$ minimize $H$ on $B(\epsilon)$. Then

$$
H(\bar{x}) \leq H(0)=0
$$

and so, in view of Step 1, we cannot have $|\bar{x}|=\epsilon$. Thus $\bar{x}$ is interior to $B(\epsilon)$ and $H^{\prime}(\bar{x})=0$. Thus

$$
\begin{gather*}
f^{\prime}(\bar{x})+2 \bar{x}+\sum_{\alpha \in I\left(x_{0}\right)} 2 \sigma g_{\alpha}^{+}(\bar{x}) g_{\alpha}^{\prime}(\bar{x})+ \\
\sum_{\beta \in B} 2 \sigma g_{\beta}(\bar{x}) g_{\beta}^{\prime}(\bar{x})=0 . \tag{3}
\end{gather*}
$$

Define $L=\left\{1+4 \sigma^{2} G(\bar{x})\right\}^{1 / 2}$,

$$
\begin{gathered}
\lambda_{0}=1 / L, \quad \lambda_{\alpha}=2 \sigma g_{\alpha}^{+}(\bar{x}) / L\left(\alpha \in I\left(x_{0}\right)\right) \\
\lambda_{\beta}=2 \sigma g_{\beta}(\bar{x}) / L(\beta \in B)
\end{gathered}
$$

and $\lambda_{\alpha}=0$ if $\alpha \notin I\left(x_{0}\right)$. Then $\left(\lambda_{0}, \ldots, \lambda_{m}\right)$ is a unit vector, $\lambda_{0} \geq 0, \lambda_{\alpha} \geq 0\left(\alpha \in I\left(x_{0}\right)\right)$ and, if we divide both members of (3) by $L$, we obtain (2).

Step 3. For all $q \in \mathbf{N}$ choose $\bar{x}_{q}$ with $\left|\bar{x}_{q}\right|<\delta / q$ and unit vectors $\left(\lambda_{0 q}, \ldots, \lambda_{m q}\right)$ with nonnegative $\lambda_{0 q}$ and $\lambda_{\alpha q}\left(\alpha \in I\left(x_{0}\right)\right)$ such that (2) holds. Choose a subsequence for which the unit vectors converge to a $\operatorname{limit}\left(\lambda_{0}, \ldots, \lambda_{m}\right)$.

Since $\bar{x}_{q} \rightarrow x_{0}$, the equation in (2) holds with this limit-vector and with $x_{0}$ in place of $\bar{x}$.

As mentioned before, an extended Lagrange multiplier rule (due to Hestenes) derived in [8], is strongly based on this particular proof (due to McShane) given in [10] of the Fritz John necessary condition. The extended rule can be stated as follows.

Theorem 3 If $x_{0}$ solves ( N ) locally, then there exist $\lambda_{0} \geq 0$ and $\lambda \in \mathbb{R}^{m}$, not both zero, such that
i. $\lambda_{\alpha} \geq 0(\alpha \in A)$.
ii. For all $\epsilon>0 \exists x$ with $\left|x-x_{0}\right|<\epsilon$ such that $\lambda_{\gamma} g_{\gamma}(x)>0$ whenever $\lambda_{\gamma} \neq 0$.
iii. If $F_{0}(x):=\lambda_{0} f(x)+\langle\lambda, g(x)\rangle, F_{0}^{\prime}\left(x_{0}\right)=0$.

Note that Theorem 1 is a simple consequence of Theorem 3. The notion of quasinormality, introduced in [8], is based on this extended multiplier rule.

Definition 4 A point $x_{0} \in S$ is said to be quasinormal relative to $S$ if $\lambda=0$ is the only solution to
i. $\lambda_{\alpha} \geq 0(\alpha \in A)$.
ii. For all $\epsilon>0 \exists x$ with $\left|x-x_{0}\right|<\epsilon$ such that $\lambda_{\gamma} g_{\gamma}(x)>0$ whenever $\lambda_{\gamma} \neq 0$.
iii. $\sum_{1}^{m} \lambda_{i} g_{i}^{\prime}\left(x_{0}\right)=0$.

Clearly, normality implies quasinormality and, if $x_{0}$ is a quasinormal point of $S$ in Theorem 3, then $\lambda_{0}>0$ and the multipliers can be chosen so that $\lambda_{0}=$ 1. In other words, quasinormality is also a constraint qualification.

Now, the importance of these notions relies not only on the fact that they correspond to conditions which guarantee nonemptiness of $\Lambda\left(x_{0}\right)$, but also because they imply regularity of the point under consideration, in the sense that the set of tangential constraints at a point $x_{0}$, that is,

$$
\begin{gathered}
R_{S}\left(x_{0}\right)=\left\{h \in \mathbb{R}^{n} \mid g_{\alpha}^{\prime}\left(x_{0} ; h\right) \leq 0\left(\alpha \in I\left(x_{0}\right)\right)\right. \\
\left.g_{\beta}^{\prime}\left(x_{0} ; h\right)=0(\beta \in B)\right\}
\end{gathered}
$$

coincides with the tangent cone of $S$ at $x_{0}$. Thus, if first and second order conditions in terms of the tangent cone are obtained, a criterion in terms of tangential constraints can be derived through regularity and, therefore, through the notions of normality and quasinormality.

## 2 Optimal control

Let us turn now to a fixed endpoint Lagrange optimal control problem involving equality and inequality constraints in the control functions.

We shall be interested in minimizing the functional

$$
I(x, u):=\int_{t_{0}}^{t_{1}} L(t, x(t), u(t)) d t
$$

over all piecewise smooth trajectories $x$ and piecewise continuous controls $u$, satisfying

$$
\left\{\begin{array}{l}
\dot{x}(t)=f(t, x(t), u(t))(t \in T) \\
x\left(t_{0}\right)=\xi_{0}, x\left(t_{1}\right)=\xi_{1} \\
u(t) \in U(t \in T)
\end{array}\right.
$$

where the control set is given by

$$
\begin{aligned}
& U:=\left\{u \in \mathbb{R}^{m} \mid \varphi_{\alpha}(u) \leq 0(\alpha \in R)\right. \\
& \left.\varphi_{\beta}(u)=0(\beta \in Q)\right\}
\end{aligned}
$$

with $R=\{1, \ldots, r\}$ and $Q=\{r+1, \ldots, q\}$.
The data for this problem, which we label (P), correspond to an interval $T:=\left[t_{0}, t_{1}\right]$ in $\mathbb{R}$, two points $\xi_{0}$, $\xi_{1}$ in $\mathbb{R}^{n}$, and functions $L$ and $f$ mapping $T \times \mathbb{R}^{n} \times \mathbb{R}^{m}$ to $\mathbb{R}$ and $\mathbb{R}^{n}$ respectively, and $\varphi=\left(\varphi_{1}, \ldots, \varphi_{q}\right)$ mapping $\mathbb{R}^{m}$ to $\mathbb{R}^{q}$.

A control function $u$ is a piecewise continuous function mapping $T$ to $\mathbb{R}^{m}$, and a state trajectory $x$ corresponding to a control function $u$ is a piecewise $C^{1}\left(T, \mathbb{R}^{n}\right)$ solution to the differential equation

$$
\dot{x}(t)=f(t, x(t), u(t)) \quad(t \in T)
$$

A process is a pair $(x, u)$ comprising a state trajectory $x$ and an associated control function $u$ and, if $u$ satisfies the control constraints $u(t) \in U(t \in T)$, and $x$ satisfies the endpoint constraints $x\left(t_{0}\right)=\xi_{0}$ and $x\left(t_{1}\right)=\xi_{1}$, the process $(x, u)$ is said to be admissi$b l e$. An admissible process solves $(\mathrm{P})$ if it achieves the minimum value of $I$ over all admissible processes.

Denote by $X$ the space of piecewise $C^{1}$ functions mapping $T$ to $\mathbb{R}^{n}$, and by $\mathcal{U}_{k}$ the space of piecewise continuous functions mapping $T$ to $\mathbb{R}^{k}(k \in \mathbf{N})$. Let $Z:=X \times \mathcal{U}_{m}$, and consider the following two sets:

$$
\begin{gathered}
D:=\{(x, u) \in Z \mid \dot{x}(t)=f(t, x(t), u(t))(t \in T) \\
\left.x\left(t_{0}\right)=\xi_{0}, x\left(t_{1}\right)=\xi_{1}\right\} \\
S:=\left\{(x, u) \in D \mid \varphi_{\alpha}(u(t)) \leq 0, \varphi_{\beta}(u(t))=0\right. \\
(\alpha \in R, \beta \in Q, t \in T)\} .
\end{gathered}
$$

Our problem $(\mathrm{P})$ is thus that of minimizing $I$ over $S$.
With respect to the smoothness of the functions delimiting the problem, we assume that $L, f$ and $\varphi$ are $C^{2}$ and the $q \times(m+r)$-dimensional matrix

$$
\left(\frac{\partial \varphi_{i}}{\partial u^{k}} \delta_{i \alpha} \varphi_{\alpha}\right)
$$

$(i=1, \ldots, q ; \alpha=1, \ldots, r ; k=1, \ldots, m)$ has rank $q$ on $U$ (here $\delta_{\alpha \alpha}=1, \delta_{\alpha \beta}=0(\alpha \neq \beta)$ ). This condition is equivalent to the condition that, at each point $u$ in $U$, the matrix

$$
\left(\frac{\partial \varphi_{i}}{\partial u^{k}}\right) \quad\left(i=i_{1}, \ldots, i_{p} ; k=1, \ldots, m\right)
$$

has rank $p$, where $i_{1}, \ldots, i_{p}$ are the indices $i \in$ $\{1, \ldots, q\}$ such that $\varphi_{i}(u)=0$ (see [5] for details).

Given $(x, u) \in Z$ we shall use the notation $(\tilde{x}(t))$ to represent $(t, x(t), u(t))$, for a specific $\left(x_{0}, u_{0}\right) \in Z$, we set $A(t):=f_{x}\left(\tilde{x}_{0}(t)\right)$ and $B(t):=f_{u}\left(\tilde{x}_{0}(t)\right)$, and '*' denotes transpose.

Define the Hamiltonian function $H$ mapping $T \times$ $\mathbb{R}^{n} \times \mathbb{R}^{m} \times \mathbb{R}^{n} \times \mathbb{R}^{q} \times \mathbb{R}$ to $\mathbb{R}$ as

$$
\begin{aligned}
H(t, x, u, p, \mu, \lambda) & := \\
\langle p, f(t, x, u)\rangle-\lambda L(t, x, u) & -\langle\mu, \varphi(u)\rangle .
\end{aligned}
$$

First order necessary conditions, following the maximum principle, can be stated as follows (see, for example, $[3,7]$ ). This result can be seen as the analogous of Theorem 1, the Fritz John necessary optimality condition.

Theorem 5 If $\left(x_{0}, u_{0}\right)$ solves ( P ), then there exist $\lambda_{0} \geq 0, p \in X$, and $\mu \in \mathcal{U}_{q}$, not vanishing simultaneously on $T$, such that
a. $\mu_{\alpha}(t) \geq 0(\alpha \in R, t \in T)$;
b. $\mu_{\alpha}(t) \varphi_{\alpha}\left(u_{0}(t)\right)=0(\alpha \in R, t \in T)$;
c. $\dot{p}(t)=-H_{x}^{*}\left(\tilde{x}_{0}(t), p(t), \mu(t), \lambda_{0}\right)$ on every interval of continuity of $u_{0}$.
d. $H_{u}\left(\tilde{x}_{0}(t), p(t), \mu(t), \lambda_{0}\right)=0(t \in T)$.

Define the Lagrange multipliers for this problem as those couples $(p, \mu)$ for which the above conditions hold with $\lambda_{0}=1$.

Definition 6 For $\left(x_{0}, u_{0}\right) \in S$, denote by $\Lambda\left(x_{0}, u_{0}\right)$ the set of all $(p, \mu) \in X \times \mathcal{U}_{q}$ satisfying
a. $\mu_{\alpha}(t) \geq 0(\alpha \in R, t \in T)$;
b. $\mu_{\alpha}(t) \varphi_{\alpha}\left(u_{0}(t)\right)=0(\alpha \in R, t \in T)$;
c. $\dot{p}(t)=-A^{*}(t) p(t)+L_{x}^{*}\left(\tilde{x}_{0}(t)\right)(t \in T)$;
d. $B^{*}(t) p(t)=L_{u}^{*}\left(\tilde{x}_{0}(t)\right)+\varphi^{\prime *}\left(u_{0}(t)\right) \mu(t)$ $(t \in T)$.

As in the nonlinear programming problem, a constraint qualification should be imposed on a solution $\left(x_{0}, u_{0}\right)$ to the problem in order to guarantee nonemptiness of $\Lambda\left(x_{0}, u_{0}\right)$. Let us define normality relative to $S$ by imposing the null solution as the unique solution to the system given in Theorem 5 when the cost multiplier vanishes.

Definition 7 We shall say that $\left(x_{0}, u_{0}\right) \in S$ is normal relative to $S$ if, given $(p, \mu) \in X \times \mathcal{U}_{q}$ satisfying
i. $\mu_{\alpha}(t) \geq 0(\alpha \in R, t \in T)$;
ii. $\mu_{\alpha}(t) \varphi_{\alpha}\left(u_{0}(t)\right)=0(\alpha \in R, t \in T)$;
iii. $\dot{p}(t)=-A^{*}(t) p(t)(t \in T)$;
iv. $0=B^{*}(t) p(t)-\varphi^{*}\left(u_{0}(t)\right) \mu(t)(t \in T)$,
then $p \equiv 0$. Note that, in this event, also $\mu \equiv 0$.
Observe that, in Theorem 5, if an admissible process $\left(x_{0}, u_{0}\right)$ solves $(\mathrm{P})$ and is also a normal process relative to $S$, then $\Lambda\left(x_{0}, u_{0}\right)$ is nonempty.

Now, a generalization of the notion of quasinormality introduced for the finite dimensional case can be made by considering an extended maximum principle.

Definition 8 We shall say that $\left(x_{0}, u_{0}\right) \in S$ is quasinormal relative to $S$ if, given $(p, \mu) \in X \times \mathcal{U}_{q}$ satisfying
i. $\mu_{\alpha}(t) \geq 0(\alpha \in R, t \in T)$;
ii. For all $\epsilon>0 \exists u \in \mathcal{U}_{m}$ with $\left|u(t)-u_{0}(t)\right|<\epsilon$ such that $\left.\mu_{\gamma}(t) \varphi_{\gamma}(u(t))\right)>0$ whenever $\mu_{\gamma}(t) \neq 0$.
iii. $\dot{p}(t)=-A^{*}(t) p(t)(t \in T)$;
iv. $0=B^{*}(t) p(t)-\varphi^{*}\left(u_{0}(t)\right) \mu(t)(t \in T)$,
then $p \equiv 0$.
This new notion, which is implied by (but is weaker than) that of normality, can be used to obtain second order necessary conditions which are more refined that those found in the literature. In particular,
the main result on second order conditions derived in [5] (see Theorem 6.7), can be shown to hold if the assumption of normality is replaced with that of quasinormality.
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